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Distributed Economic Dispatch for Energy
Internet Based on Multiagent Consensus Control
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Abstract—We consider the economic dispatch (ED) for
an Energy Internet composed of energy routers (ERs),
interconnected microgrids, and main grid. The microgrid
consists of several bus nodes associated with distributed
generators (DGs) and intelligent control units (ICUs). We
propose a distributed ED algorithm for the grid-connected
microgrid, where each ICU iterates the estimated electricity
price of the distribution system and the estimation for the
average power mismatch of the whole microgrid by leader-
following and average-consensus algorithms, respectively.
The ER iterates the incremental power exchanged with the
distribution system. By constructing an auxiliary consen-
sus system, we prove that if the communication topology
of the Energy Internet contains a spanning tree with the ER
as the root and there is a path from each ICU to the ER, then
the estimated electricity price of the distribution system
converges to its real value, the power supply and demand
achieves balance and the ED achieves optimal asymptoti-
cally. Furthermore, we propose an autonomous distributed
ED algorithm covering both grid-connected and isolated
modes of the microgrid by feeding back the estimated av-
erage power mismatch for updating the incremental costs
with penalty factor. It is proved that if the communication
topology of the microgrid is connected and there exists an
ICU bidirectionally neighboring the ER, then the microgrid
can switch between the two modes reliably. The simula-
tion results demonstrate the effectiveness of the proposed
algorithms.

Index Terms—Consensus algorithm, economic dispatch
(ED), energy internet, energy router (ER), multiagent
system.
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I. INTRODUCTION

R ENEWABLE power generation technologies, such as
wind and solar power generation, are used more and

more widely. However, the characteristics of these renewable
energy generations such as intermittency and uncertainty pose
great challenges to the control and optimization of power sys-
tems ([1]–[2]). For distributed generation of renewable energy
sources, microgrids are really flexible and efficient. A microgrid
is composed of distributed generators (DGs), energy storage
devices, loads, and intelligent control units (ICUs), which is
widely used for the grid planning and optimization control of the
integration of numerous and diverse renewable energy genera-
tors. In recent years, the concept of Energy Internet has emerged,
which is essentially a cyber-physical energy system combining
internet, renewable energy generation, and smart grid technolo-
gies ([3]–[5]). In an Energy Internet, the main power grid is the
“backbone network,” microgrids are local area networks, and en-
ergy routers (ERs) are intermediate ICUs among microgrids and
external networks ([6]–[7]). In a microgrid, the loads and DGs
are directly controlled by local ICUs equipped on bus nodes,
and ICUs of neighboring bus nodes can exchange information
mutually. As intermediate units connecting microgrids and the
external network, ERs play roles in interconnecting microgrids
to the distribution system, and meeting the balance of power
supply and demand of microgrids through power exchange. In an
Energy Internet, ICUs, ERs, microgrids, and the main grid can be
viewed as agents on different levels. This realizes the distributed
and autonomous cooperative management of power systems.
The architecture of an Energy Internet based on multiagent
systems is shown in Fig. 1.

Economic dispatch problem (EDP) is an active research di-
rection of power systems ([8]–[11]). For EDPs, it is studied how
to minimize the total generation cost by reasonably assigning
the active power of each generator subjected to the balance of
power supply and demand and generation limits. Many kinds of
centralized ED algorithms have been investigated ([8]–[11]). For
a centralized algorithm, a central controller is needed with the
knowledge of total states and parameters of all bus nodes of the
microgrid. If the central controller is under attack, then the whole
microgrid system will break down. For an Energy Internet, it is
clear that distributed energy management algorithms are fun-
damental for restricting the complexity of controller synthesis
with the size of the system and are more suitable than centralized
algorithms for the flexibility and scalability of the grid topology
and the plug-and-play feature of DGs and loads in microgrids.
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Fig. 1. Energy internet based on multiagent systems.

As the most basic algorithms of distributed cooperation, mul-
tiagent consensus control algorithms have been studied widely.
According to whether there are external interveners (leaders),
they can be divided into leader-following and leader-free algo-
rithms, which both implement some kind of distributed esti-
mation through information interaction among adjacent nodes.
The leader-following algorithm guarantees that the state of each
follower tends to that of the leader, and thereby, achieves the
distributed estimation of the leader’s state ([12]). A typical
leader-free algorithm is the average-consensus algorithm, so that
for any initial state xi(0), i = 1, 2. . ., N , the state of each node
xi(t) tends to 1

N

∑N
j=1 xj(0) ([13]–[14]), and thereby, achieves

the distributed estimation of 1
N

∑N
j=1 xj(0). Multiagent consen-

sus control algorithms have been used in EDPs for microgrids.
Zhang and Chow [15] propose a distributed ED method based
on incremental cost consensus with a quadratic model of power
generation costs under undirected graphs. Binetti et al. [16]
study distributed EDP with transmission losses, where the time
stamp is introduced in the estimation of total power mismatch.
Zhang et al. [17] propose a two-level consensus algorithm.
On the high level, the incremental cost of each DG achieves
consensus, and on the low level, the average power mismatch
of all buses of the microgrid is iteratively estimated by the
average-consensus algorithm, and the limit value is used as
feedback to update the incremental cost of each DG. Kar and
Hug [18] propose a “consensus + innovations” type algorithm
to ensure the balance of power supply and demand of the total
system. Based on the algorithm in [17] and [19], the central
node is removed and the average power mismatch of all buses of
the microgrid is iteratively estimated by the average-consensus
algorithm. Li et al. [20] propose an ED algorithm combining
frequency control and consensus algorithms. Yang et al. [21]
propose a minimum-time consensus-based approach for ED of
microgrids. Besides, ED algorithms with uncertainties in real
communication networks are studied in [22]–[25].

The above research mainly focuses on the case of a single
isolated microgrid. For the case of multiple interconnected mi-
crogrids, Wu and Guan [26] propose a decentralized Markov
decision process to simulate EDP of multiple interconnected
microgrids, which minimizes the total operation cost. Huang
et al. [27] propose two consensus algorithms, one of which drives
the incremental cost of each DG to the electricity price of the
main grid, and the other one is to estimate the active power
supplied by the main grid. The algorithm takes an important
step in the field of ED for Energy Internet, and realizes ED for
the grid-connected operation mode. However, there is severe

fluctuation of the active power supplied by the main grid due
to the one-off estimation of the total power mismatch of the
microgrid. Wang et al. [28] propose a hierarchical two-layer
algorithm for EDPs of a single microgrid and interconnected
multi-microgrid systems.

In this article, we study EDP of an Energy Internet based
on multiagent systems. Different from [15], [17], and [19], the
microgrid is connected to the distribution system by the ER.
First, we consider the grid-connected case and all ICUs know
that the microgrid is in the grid-connected mode.

1) We propose a distributed ED algorithm based on multia-
gent consensus control and incremental power exchang-
ing by the ER, where each ICU iterates the estimated elec-
tricity price of the distribution system and the estimation
for the average power mismatch of the whole microgrid
by leader-following and average-consensus algorithms,
respectively. During each iteration, the ER calculates the
incremental active power exchanged with the distribution
system for the next time in a distributed way. Compared
with the one-off estimation of the total power mismatch
in [27], our algorithm can reduce the fluctuation of the
exchanged power with guaranteed convergence.

2) We develop a set of analytical methods for the conver-
gence analysis. By constructing an auxiliary system, the
asymptotic stability of the algorithm for estimating the
average power mismatch is converted into the conver-
gence of consensus algorithm with all the neighbor nodes
of the ER being a virtual leader as a whole. We prove
that if the communication topology of the Energy Internet
contains a spanning tree with the ER as the root, all the
ICUs of the microgrid form an undirected graph and there
is a path from each ICU to the ER, then the estimated
electricity price of the distribution system converges to its
real value, so that the whole microgrid system achieves
the balance of power supply and demand and optimal ED
asymptotically.

For an Energy Internet, microgrids usually have two operation
modes, namely, isolated mode (island operation) and networked
mode (grid-connected operation). The mode of a microgrid is
usually determined by the ER. The ICUs in the microgrid should
be autonomous and those who are not neighbors of the ER do
not need to know the operation mode of the whole microgrid.
Therefore, a good distributed ED algorithm should ensure the
transparency of operation mode information of the microgrid
to the internal ICUs, that is, even if the ICUs which are not
neighbors of the ER do not know the operation mode of the whole
microgrid, the smooth switching between isolated and grid-
connected modes can be achieved. The distributed ED algorithm
of a single microgrid is considered in [15]–[21]. The case with
interconnected multiple microgrids are considered in [26]–[28].
Most of the above algorithms only cover a special operation
mode of a given microgrid, and it is impossible for them to
integrate both isolated and grid-connected modes together with
a smooth transition. Motivated by the above considerations, we
further propose a distributed ED algorithm which can switch
between the two operation modes smoothly.

1) We introduce the power mismatch compensation
mechanism at the stage of estimating the average power
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mismatch of all bus nodes of the microgrid, so that the
total power mismatch value is kept before and after the
isolated/connected mode transition.

2) We develop a fully distributed algorithm in the sense that
each ICU operates only based on its own state information
and those obtained from neighbors. The ICUs which are
not neighbors of the ER do not need to know the operation
mode of the whole microgrid.

3) We prove that if the communication topology of the
Energy Internet contains a spanning tree with the ER as
the root, the communication topology of the microgrid is
connected and there is at least one ICU neighboring the
ER bidirectionally, then the microgrid can switch between
the isolated and grid-connected modes reliably.

The remainder of this article is organized as follows. The
preliminary knowledge on mathematical models of EDP and
graph theory is introduced in Section II. The distributed ED
algorithm for the grid-connected mode is proposed in Section III.
Furthermore, a distributed ED algorithm which can perform
smooth switching between isolated and grid-connected modes
is proposed in Section IV. The feasibility of the algorithms by
simulation is demonstrated in Section V. Finally, the article
is summarized and some future research topics are given in
Section VI.

Notation: Rn denotes the n-dimensional Euclidean space; In
denotes the n-dimensional identity matrix; 0m×n denotes the
m× n-dimensional zero matrix; XT denotes the transpose of
a given vector or matrix X; ‖X‖ represents the 2-norm of X;
Denote JN = 1

N 1N1TN , where 1N denotes the N -dimensional
vector whose elements are all 1.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Graph Theory

Let � = {�,��,��} be a weighted digraph, where � =
{1, 2, . . . , N} is the node set,�� is the edge set, and each edge in
� is represented by an ordered pair (j, i). The edge (j, i) ∈ ��
if and only if node j can send information to node i directly,
then node j is called the parent node of node i, and node i is
called the child node of node j. The set of all parent nodes
of node i is denoted by Ni = {j ∈ � |(j, i) ∈ ��}. The matrix
�� = [aij ]∈ RN×N is called the weighted adjacency matrix of
the digraph�. For any i, j ∈ �, aij ≥ 0, and aij > 0⇔ j ∈ Ni.
The matrix L� = �� −�� is called the Laplacian matrix of�,
where �� = diag(degin(1), . . . , degin(N)).

If�� is symmetric, then� is called an undirected graph. The
digraph � is said to be strongly connected if there exists a path
between any pair of nodes. A directed tree is a special digraph. It
has only one node which has no parents but only children (called
the root node), and each of other nodes has only one parent. A
spanning tree of � is a directed tree whose node set is � and
whose edge set is a subset of ��.

Lemma 1: Let �0={{0, 1, 2, . . . , N}, ��0 , ��0} be a di-
graph and �0 = {{1, 2, . . . , N},��0 ,��0} be a subgraph of
�0 satisfying

��0 =

(
01×1 [1TL, 0

T
(N−L)×1]

0N×1 ��0
)

whereL∈{1, 2, . . . , N}. DenoteC0=( IL
0(N−L)×L

0L×(N−L)

0(N−L)×(N−L)
).

If for any node i ∈ {L+ 1, L+ 2, . . . , N} of �0, there is node
j ∈ {1, 2, . . . , L} such that there is a path from j to i, then the
eigenvalues of (IN − C0)(IN − μ0L�0) are all inside the unit
disk of the complex plane, where L�0 is the Laplacian matrix of
�0, and μ0 ∈ (0, 1/maxi=1,2...,N

∑N
j=1 aij).

Proof: Consider a discrete-time linear time-invariant system

X(k + 1) = (IN − C0)(IN − μ0L�0)X(k), k = 0, 1, 2, . . .
(1)

where X(k) = [x1(k), x2(k), . . . , xN (k)]T . From (1), it fol-
lows that for any X(0) ∈ RN , xi(k) = 0, k = 1, 2, . . . , i =
1, 2. . ., L. And

xi(k + 1)

= xi(k) + μ0

⎡⎣ N∑
j=L+1

aij(xj(k)− xi(k))

+
L∑

j=1

aij(xj(k)− xi(k))

⎤⎦
= xi(k) + μ0

⎡⎣ N∑
j=L+1

aij(xj(k)−xi(k))+
L∑

j=1

aij(0− xi(k))

⎤⎦
= xi(k) + μ0

⎡⎣ N∑
j=L+1

aij(xj(k)− xi(k)) + b
′
i(0− xi(k))

⎤⎦
k = 1, 2, . . . , i = L+ 1, . . . , N (2)

where b
′
i =

∑L
j=1 aij . Since for any node i ∈ {L+ 1, L+

2, . . . , N} of�0, there is node j ∈ {1, 2, . . . , L} such that there
is a path from j to i, therefore, (2) is indeed a leader-following
consensus algorithm with the node set {1, 2, . . . , L} being a zero
state virtual leader as a whole. The leader-following consensus
algorithm is a special case of distributed consensus algorithms
with digraphs ([29]). Then from μ0 ∈ (0, 1

maxi=1,2...,N

∑N
j=1 aij

)

(see in [29, Th. 2.20]), we get

lim
k→∞

xi(k) = 0, i = 1, 2, . . . , N, ∀ X(0) ∈ RN .

Noticing the arbitrariness of X(0), we know that the eigen-
values of (IN − C0)(IN − μ0L�0) are all inside the unit disk
of the complex plane. �

B. Economic Dispatch

Suppose that there is an N -bus microgrid system connected
to the distribution system. Each bus contains a DG and a load,
and each DG is equipped with an ICU as the local controller.
The generation cost function of the ith DG is given by

Fi(Pi) =
(Pi − αi)

2

2βi
+ γi, i = 1, 2, . . . , N

where Pi is the active power generated by the ith DG, αi ≤ 0,
βi > 0, and γi ∈ R, are the cost coefficients. The so-called EDP
is to minimize the total generation cost subjected to the balance
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of power supply and demand as well as generation limits of DGs,
which is formulated as follows:

min
{Pi,i=1,...,N ;PMG}

N∑
i=1

Fi(Pi) + λ0PMG,

s.t.
N∑
i=1

Pi + PMG=
N∑
i=1

PDi + PL(P1, . . . , PN )

P i ≤ Pi ≤ P i (3)

where PMG is the power exchanged between the microgrid and
the distribution system, and λ0 is the electricity price of the
distribution system obtained by the ER. P i ≥ 0 and P i ≥ 0
are effective lower and upper power limits of the ith DG,
respectively, dependent on its physical power limits and max-
imum ramping rate ([30]). If there is no generator but only
a load at bus i, then P i = P i = 0. PDi ≥ 0 is the load at
bus i. PL(P1, . . . , PN ) =

∑N
i=1 PLi(Pi) represents the power

transmission loss, where PLi(Pi) = BiP
2
i is the transmission

loss caused by the ith DG ([31]–[32]), and Bi > 0 is the loss
factor.

Noticing that D = {Pi, i = 1, . . . , N ;PMG|
∑N

i=1 Pi +

PMG =
∑N

i=1 PDi + PL, P i ≤ Pi ≤ P i} is a bounded and
closed subset of RN+1 and the cost function of (3) to be
optimized is continuous on D, the optimization problem (3)
must have a global minimum. The Lagrange multiplier method
can be used to solve the above EDP. For any feasible point Pi,
define the active constraint sets by

Ω(Pi) = {i|Pi − P i = 0}
Γ(Pi) = {i|Pi − P i = 0}.

Denote ν = [ν1, . . . , νN ]T and ν = [ν1, . . . , νN ]T . Let the
Lagrangian function

L(P1, . . . , PN , PMG, λ, ν, ν)

=

N∑
i=1

Fi(Pi) + λ0PMG + λ

(
N∑
i=1

PDi+PL −
N∑
i=1

Pi−PMG

)

+
N∑
i=1

νi(Pi − P i) +
N∑
i=1

νi(P i − Pi)

where λ, νi, νi, i = 1, 2, . . . , N are the Lagrangian multipli-
ers for each DG, respectively. It is known from the Karush-
Kuhn-Tucker (KKT) necessity condition ([33]) that if {P ∗

i ,
i = 1, . . . , N ; P ∗

MG} is a local minimum point of (3), then there
is unique λ∗, ν∗ = [ν∗1, ν

∗
2, . . . , ν

∗
N ] and ν∗ = [ν∗1, ν

∗
2, . . . , ν

∗
N ],

such that the following conditions hold:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∇{P1,...,PN ,PMG}L(P

∗
1 , . . . , P

∗
N , P ∗

MG, λ
∗, ν∗, ν∗) = 0

ν∗i ≥ 0, i = 1, 2, . . . , N
ν∗i ≥ 0, i = 1, 2, . . . , N
ν∗i = 0, i /∈ Ω(P ∗

i )
ν∗i = 0, i /∈ Γ(P ∗

i ).

(4)

This gives{
λ∗ = (P ∗

i−αi)
βi(1−∂PL/∂P ∗

i )
,

λ∗ = λ0

i /∈ Ω(P ∗
i ) ∪ Γ(P ∗

i )

where 1/(1− ∂PL/∂P
∗
i ) is the penalty factor of ith DG. Then

the unique global optimal solution to (3) is given by

P ∗
i =

⎧⎪⎨⎪⎩
βiλ0+αi

1+2Biβiλ0
, P i ≤ βiλ0+αi

1+2Biβiλ0
≤ P i

P i,
βiλ0+αi

1+2Biβiλ0
> P i

P i,
βiλ0+αi

1+2Biβiλ0
< P i

(5)

and

P ∗
MG =

N∑
i=1

PDi +

N∑
i=1

Bi(P
∗
i )

2 −
N∑
i=1

P ∗
i . (6)

Remark 1: If the microgrid system is disconnected from the
distribution system, then PMG = 0. For this case, the problem
(3) degenerates into EDP of an isolated microgrid. Denote the
optimal solution of (3) with PMG = 0 by {P ∗′

i , i = 1, . . . , N },
then from (4), we get

λ∗′ =
(P ∗′

i − αi)

βi(1− ∂PL/∂P ∗′
i )

, i /∈ Ω(P ∗′
i ) ∪ Γ(P ∗′

i ). (7)

If i ∈ Ω(P ∗′
i ) ∪ Γ(P ∗′

i ), ∀ i = 1, 2, . . . , N , then P ∗′
i = P i

or P ∗′
i = P i, ∀ i = 1, 2, . . . , N . To avoid this trivial case,

we always assume that there is i ∈ {1, 2, . . . , N} such
that i /∈ Ω(P ∗′

i ) ∪ Γ(P ∗′
i ). Especially, this implies

∑N
i=1 P i <∑N

i=1 PDi + PL <
∑N

i=1 P i, then it is avoided that there is no
feasible solution for the isolated operation mode.

From (3), we get
∑N

i=1 P
∗′
i =

∑N
i=1 PDi + PL(P

∗′
1 , . . . ,

P ∗′
N ), which together with (7) gives∑

i/∈Ω(P ∗′
i )∪Γ(P ∗′

i )

βiλ
∗′ + αi

1 + 2Biβiλ∗′

−
∑

i/∈Ω(P ∗′
i )∪Γ(P ∗′

i )

Bi

(
βiλ

∗′ + αi

1 + 2Biβiλ∗′

)2

=
N∑
i=1

PDi +
∑

i∈Ω(P ∗′
i )

BiP
2
i +

∑
i∈Γ(P ∗′

i )

BiP
2
i

−
∑

i∈Ω(P ∗′
i )

P i −
∑

i∈Γ(P ∗′
i )

P i. (8)

This determines a unique λ∗′. Then the optimal ED solution is
given by

P ∗′
i =

⎧⎪⎨⎪⎩
βiλ

∗′+αi

1+2Biβiλ∗′ , P i ≤ βiλ
∗′+αi

1+2Biβiλ∗′ ≤ P i

P i,
βiλ

∗′+αi

1+2Biβiλ∗′ > P i

P i,
βiλ

∗′+αi

1+2Biβiλ∗′ < P i.

(9)

For an isolated microgrid, it can be proved that the optimal
solution satisfies that the incremental costs with penalty factor of
DGs are all equal, and the system satisfies the balance of power
supply and demand ([32]).

Remark 2: It is a centralized algorithm to calculate the op-
timal solution P ∗

i (or P ∗′
i ) directly by (5)–(6) [or (7)–(9)].
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Then a central controller is required to collect the parameters
{αi, βi, γi, Bi, P i, P i}, i = 1, 2, . . . , N of all bus nodes. This
requires a very strong communication infrastructure. In addition,
the whole microgrid system will break down in case the central
controller is under attack.

Let g denote the operation mode of the microgrid, where
g = 1 represents grid-connected mode and g = 0 represents
isolated mode. Suppose that the N -bus microgrid system and its
connected ER form a digraph denoted by�= {{0, 1, 2, . . . , N},
��, ��}. The node 0 represents the ER, which determines
the operation mode of the microgrid, and the remaining N
nodes, which form an undirected graph denoted by � =
{{1, 2, . . . , N},��,��}, represent the ICUs at every bus nodes
of the microgrid system. The graph � is a subgraph of digraph
� with

�� =
(

01×1 1TN�0∗�∗01N ��
)
.

Here, �∗0 = diag(a10,a20, . . . ,aN0) represents the weighted
adjacency matrix between the ER (node 0) and ICUs (the
nodes of �), ai0 = 1⇔0 ∈ Ni, and ai0 = 0⇔0 /∈ Ni; �0∗
= diag(a01,a02, . . . ,a0N ), where a0i = 1⇔i ∈ N0, and a0i =
0⇔i /∈ N0. An ICU is also called an agent.

We aim to design a distributed ED algorithm to achieve the
global optimal solution of (3), that is, each ICU solves the opti-
mal EDP based on its own parameters {αi, βi, γi, Bi, P i, P i},
its own state [λi(k), Pi(k)] and the information obtained from
its neighboring ICUs.

III. DISTRIBUTED ECONOMIC DISPATCH ALGORITHM IN

GRID-CONNECTED MODE

First, we consider the case that the microgrid is always in
the grid-connected mode which means that g = 1, and all ICUs
know that the microgrid is in the grid-connected mode.

The algorithm is divided into three parts. In the first part, a
leader-following consensus algorithm is used for each agent

λi(k + 1)

= λi(k) + εi

⎡⎣∑
j∈Ni

aij(λj(k)− λi(k)) + gai0(λ0 − λi(k))

⎤⎦
(10)

which is to drive the incremental cost with penalty factor λi(k)
of each DG to the electricity price λ0 of the distribution system
obtained by the ER, whereεi > 0 is the step size of the algorithm,
and λi(0) is any given initial value.

In the second part, each agent calculates the active power at
time k

Pi(k)=Φi(λi(k))=

⎧⎪⎨⎪⎩
βiλi(k)+αi

1+2Biβiλi(k)
, P i≤ βiλi(k)+αi

1+2Biβiλi(k)
≤P i

P i,
βiλi(k)+αi

1+2Biβiλi(k)
> P i

P i,
βiλi(k)+αi

1+2Biβiλi(k)
< P i

(11)

wherePi(k) represents the active power generated by the ith DG
at time k. For (11), when 1 + 2Biβiλi(k) = 0, it is stipulated

that if βiλi(k) + αi > 0, then Pi(k) = P i, while if βiλi(k) +
αi < 0, then Pi(k) = P i.

In the third part of the algorithm, each agent estimates the
average power mismatch of all bus nodes of the microgrid system
by average-consensus algorithm⎧⎪⎨⎪⎩

yi(k + 1) = ΔP̂i(k) + μ
[∑

j∈Ni
aij(ΔP̂j(k)−ΔP̂i(k))

]
+ΔPi(k + 1)−ΔPi(k)

ΔP̂i(k + 1) = (1− a0i)yi(k + 1).
(12)

Here, ΔPi(k) = PDi + PLi(k)− Pi(k) is the underpower of
the ith bus at time k, PLi(k) = BiP

2
i (k) is the line loss due to

the ith DG at time k, ΔP̂i(k) is the local estimate of agent i for
the average power mismatch of all buses. The equationΔP̂i(k +
1) = (1− a0i)yi(k + 1) means that for the neighboring agents
of the ER, there is direct power replenishment by the ER after
each iteration, and so their estimates for the power mismatch are
zeros.

And at each iteration, the incremental power exchanged with
the distribution system is adjusted by the ER

PMG(k + 1) = PMG(k) +

N∑
i=1

a0iyi(k + 1) (13)

where PMG(k) is the power exchanged with the distribution sys-
tem through the ER at timek and

∑N
i=1 a0iyi(k + 1) is the incre-

mental power exchanged with the distribution system. The initial
valuesΔP̂i(0), i = 1, 2, . . . , N andPMG(0) are chosen such that∑N

i=1 ΔP̂i(0) + PMG(0) =
∑N

i=1 ΔPi(0), which is satisfied by
letting ΔP̂i(0) = ΔPi(0), i = 1, 2, . . . , N and PMG(0) = 0.
The real total power mismatch of the microgrid system at time
k is

∑N
i=1 PDi +

∑N
i=1 PLi(k)− (

∑N
i=1 Pi(k) + PMG(k)).

Remark 3: As intermediate units connecting microgrids and
the external network, ERs play roles in interconnecting each
microgrid to the distribution system, monitoring and control
of energy quality, as well as information and communication
security, etc.

As an intermediate unit between the microgrid and the ex-
ternal network, the ER is not only an information medium but
also a bridge for power exchange. The equation (13) shows that
the ER is an information medium. For the neighboring ICUs
of the ER, each ICU transmits its estimate of average power
mismatch to the ER at each iteration. The ER then calculates
the power needed for exchanging with the distribution system
for the microgrid according to (13). Then the ER plays as
an interchange of power, and the distribution system supplies
(obtains) power to (from) the microgrid through the ER, so the
power mismatch estimates of ICUs neighboring the ER at each
iteration are set to 0 in (12). In (12)–(13), the function of the ER
as an information intermediary is explicitly shown and that as
an energy intermediary is implicitly embodied.

For the above distributed algorithm, we have the following
assumptions and conditions.

Assumption 1: The digraph � contains a spanning tree with
node 0 as its root node.
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Fig. 2. Digraph satisfying Assumptions 1–2.

Assumption 2: For any given node i ∈ {1, 2, . . . , N} of the
undirected subgraph � of �, there is a path from node i to the
root node 0.

Condition 1: The algorithm step εi ∈ (0, 1∑N
j=0 aij

).

Condition 2: The algorithm step μ ∈ (0,
1

maxi=1,2...,N

∑N
j=1 aij

).

A digraph satisfying Assumptions 1 and 2 is shown in Fig. 2.
Remark 4: Assumption 1 ensures that the electricity price

information of the distribution system can be transmitted from
the ER to each ICU. Assumption 2 ensures that all ICUs can
transmit the estimated average power mismatch of all bus nodes
to the ER, and then the ER can calculate the incremental ac-
tive power exchanged between the distribution system and the
microgrid.

Denote

Y (k) = [y1(k), y2(k), . . ., yN (k)]T

P (k) = [P1(k), P2(k), . . ., PN (k)]T

ΔP (k) = [ΔP1(k),ΔP2(k), . . .,ΔPN (k)]T

ΔP̂ (k) = [ΔP̂1(k),ΔP̂2(k), . . . ,ΔP̂N (k)]T

λ(k) = [λ1(k), λ2(k), . . . , λN (k)]T

ε = diag{ε1, ε2, . . ., εN}.
For the convergence of the distributed ED algorithm (10)–(13),
we have the following theorem.

Theorem 1: Suppose that Assumptions 1–2 hold. For the
algorithm (10)–(13), if Conditions 1–2 hold, then

lim
k→∞

λi(k) = λ0, lim
k→∞

Pi(k) = P ∗
i , lim

k→∞
PMG(k) = P ∗

MG

where P ∗
i is given by (5), and P ∗

MG is given by (6). This
means that the incremental cost with penalty factor of each
DG converges to the electricity price of the distribution sys-
tem asymptotically, the active power generation of each DG
is asymptotically optimal, the microgrid system achieves the
balance of power supply and demand, and thus, the optimal ED
is achieved asymptotically.

Proof: Without loss of generality, we assume that the nodes
{1, 2, . . . ,M} can send information to the ER directly which
means that a0i = 1, i ∈ {1, 2, . . . ,M}.

Rewrite (10) in a compact form, then we get

λ(k + 1)− λ0 = [IN − ε(L� +�∗0)](λ(k)− λ0). (14)

The equation (10) is a standard leader-following consensus
algorithm ([12]), which is a special case of distributed consensus
algorithms with digraphs ([29] and [34]). If Assumption 1 and
Condition 1 hold, then by [29, Th. 2.20] or [34, Th. 2], all the
eigenvalues of IN − ε(L� +�∗0) are inside the unit disk of the
complex plane. Then from (14), we get

lim
k→∞

λi(k) = λ0, i = 1, 2, . . . , N.

Then by the above and (11), we have

lim
k→∞

Pi(k) = P ∗
i , i = 1, 2, . . . , N. (15)

Rewrite (12) in a compact form, then we get{
Y (k + 1) = (IN − μL�)ΔP̂ (k) + ξ(k),

ΔP̂ (k + 1) = (IN − C)Y (k + 1)
k = 0, 1, 2. . .

(16)

where ξ(k) = ΔP (k + 1)−ΔP (k) and C =�0∗.
From (15), we know that limk→∞ ξ(k) = 0N×1. Since � is

undirected, 1TNL� = 0. Then by (13) and (16), we have

1TN [ΔP̂ (k + 1)−ΔP (k + 1)] + PMG(k + 1)

= 1TN [(IN − μL�)ΔP̂ (k)−ΔP (k)] + PMG(k)

= · · · = 1TN [ΔP̂ (0)−ΔP (0)] + PMG(0), k = 0, 1, 2. . .

which together with 1TN [ΔP̂ (0)−ΔP (0)] + PMG(0) = 0 leads
to

N∑
i=1

ΔP̂i(k) + PMG(k) =

N∑
i=1

ΔPi(k), k = 0, 1, 2. . . (17)

From (16), we have

ΔP̂ (k + 1) = (IN − C)(IN − μL�)ΔP̂ (k)

+ (IN − C)ξ(k), k = 0, 1, 2. . . (18)

From Assumption 2, we know that for any i = M + 1,M +
2, . . . , N , there is j ∈ {1, 2, . . . ,M}, such that there is a path
from j to i. Then by Condition 2 and Lemma 1, it is known that
the eigenvalues of (IN − C)(IN − μL�) are all inside the unit
disk of the complex plane. Then by limk→∞ ξ(k) = 0N×1 and
(18), we have

lim
k→∞

ΔP̂i(k) = 0, i = 1, 2, . . . , N.

This together with (17), (15), and (6) gives

lim
k→∞

PMG(k) = lim
k→∞

N∑
i=1

ΔPi(k) = P ∗
MG

that is, the microgrid system achieves the balance of power
supply and demand asymptotically. �

Remark 5: If Assumption 1 and Condition 1 hold, then all
the eigenvalues of IN − ε(L� +�∗0) are inside the unit disk of
the complex plane ([34]–[35]), which ensures the convergence
of the algorithm (10). According to Lemma 1, if Condition 2
holds, then all the eigenvalues of (IN − C)(IN − μL�) are
inside the unit disk of the complex plane, which ensures the
convergence of the algorithm (12).
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Remark 6: In [32], a quadratic transmission loss model is
given by

PL(P1, P2, . . . , PN ) =

N∑
i=1

N∑
j=1

BijPiPj (19)

where B = [Bij ]N×N is a positive semidefinite matrix. This
transmission loss model is simplified from the more general
model known as Kron’s loss formula

PL(P1, P2, . . . , PN ) =
N∑
i=1

N∑
j=1

BijPiPj +
N∑
i=1

B0iPi +B00

whose linear and constant terms are neglected in (19). Not-
ing that the diagonal elements are generally much larger than
the nondiagonal elements in the loss matrix of B ([32]), the
more simplified transmission loss model PL(P1, . . . , PN ) =∑N

i=1 BiP
2
i is also widely used in the literature ([20], [31],

and [36]).
For the problem (3), if the quadratic transmission loss model

(19) is used, then, similarly, from the KKT necessity condition
it is known that{

λ∗ = (P ∗
i−αi)

βi(1−2BiiP ∗
i−2

∑N
j=1,j �=i BijPj)

,

λ∗ = λ0.
i /∈ Ω(P ∗

i ) ∪ Γ(P ∗
i )

Denote P ∗ = [P ∗
1 ,P

∗
2 ,. . .,P

∗
N ]TZ = [α1

β1
+ λ0

α2

β2
+ λ0 · · · αN

βN
+

λ0]
T and

X =

⎡⎢⎢⎢⎢⎣
1
β1

+ 2λ0B11 2λ0B12 · · · 2λ0B1N

2λ0B21
1
β2

+ 2λ0B22 · · · 2λ0B2N

...
...

. . .
...

2λ0BN1 2λ0BN2 · · · 1
βN

+ 2λ0BNN

⎤⎥⎥⎥⎥⎦.

If i /∈ Ω(P ∗
i ) ∪ Γ(P ∗

i ), ∀ i = 1, 2, . . . , N , then XP ∗ = Z. Not-
ing that B is a semipositive matrix, λ0 > 0, βi > 0, i =
1, 2, . . . , N , we know that X is a positive definite matrix, and
P ∗ = X−1Z. Unlike (5), even if all P ∗

i are not at the border,
the optimal active power of each DG also depends on the cost
parameters of all others and all the parameters of the loss matrix
B. For this case, designing a distributed algorithm to compute
the optimal solution is totally different from (10)–(13) and would
merit more investigation in future.

If the power system is dominated by the main grid and
the microgrid mainly operates in the grid-connected mode,
then the proposed algorithm (10)–(13) is effective. As more
and more DGs and microgrids are added to the power sys-
tem, an autonomous distributed ED algorithm covering both
grid-connected and isolated modes of the microgrid should
be considered. In the next section, based on (10)–(13), we
will propose a new distributed ED algorithm. Although the
algorithm requires a slightly stronger communication topol-
ogy condition than the grid-connected algorithm (10)–(13),
it covers both grid-connected and isolated modes of the mi-
crogrid, and can perform a smooth transition between both
modes.

Fig. 3. Operation modes of microgrids.

IV. DISTRIBUTED ECONOMIC DISPATCH INTEGRATING

ISOLATED AND GRID-CONNECTED MODES

As is well known, the microgrid usually has two operation
modes, namely, isolated operation mode (island operation) and
networked operation mode (grid-connected operation). A micro-
grid should be able to perform a smooth transition between both
modes to cope with emergencies in the main grid. For example,
when a disaster occurs in the main grid, the microgrid switches
to the isolated mode to avoid large-scale power outage, and the
grid-connected mode is restored after the main grid becomes
stable again. For an Energy Internet, the operation modes of the
microgrid are determined by the associated ER ([7]). The two
operation modes of a microgrid and their mutual transition are
shown in Fig. 3.

In this section, we will design an autonomous distributed
ED algorithm which integrates the two operation modes of the
microgrid together. The characteristics of the algorithm lie in
that the numerous ICUs (agents) which are not neighbors of the
ER do not need to know the operation mode of the microgrid,
such that all the agents of the microgrid can switch between the
two operation modes autonomously.

The algorithm is divided into four parts. In the first part, each
agent iterates based on the local information and obtains the
incremental cost with penalty factor of its associated DG at
time k + 1

λi(k + 1) = λi(k) + ε′i

⎡⎣ N∑
j=1

aij(λj(k)− λi(k))

+ gai0(λ0 − λi(k))

⎤⎦+ σ(k)ΔP̂i(k) (20)

where ε′i > 0 is the step size of the algorithm, λi(0) is any given
initial value, and σ(k) > 0 is the feedback gain. If 0 ∈ Ni and
g = 1, then gai0 > 0, which means that the ER transmits the
electricity price information of the distribution system to its
neighboring agents only when the microgrid is grid-connected.
If 0 /∈ Ni or g = 0, then gai0 = 0, which means that when the
microgrid is in an isolated mode or although the whole microgrid
is grid-connected, the nonneighboring agents of the ER do not
need to know the electricity price of the distribution system.

In the second part, each agent calculates the active power
generated by each DG at time k with λi(k)

Pi(k) = Φi(λi(k))=

⎧⎪⎨⎪⎩
βiλi(k)+αi

1+2Biβiλi(k)
, P i≤ βiλi(k)+αi

1+2Biβiλi(k)
≤P i

P i,
βiλi(k)+αi

1+2Biβiλi(k)
> P i

P i,
βiλi(k)+αi

1+2Biβiλi(k)
< P i

(21)
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where Pi(k) represents the active power generated by the ith
DG at time k. Similarly, for (21), when 1 + 2Biβiλi(k) = 0, it
is stipulated that if βiλi(k) + αi > 0, then Pi(k) = P i, while
if βiλi(k) + αi < 0, then Pi(k) = P i.

The third part of the algorithm consists of four iterations. Each
agent estimates the average power mismatch of all bus nodes
of the microgrid system through average consensus algorithm.
During each iteration, each agent transmits its estimate to the
ER, and then the ER calculates the incremental active power that
each bus node needs to exchange with the distribution system

yi(k + 1) = ΔP̂i(k) + μ′

⎡⎣∑
j∈Ni

aij(ΔP̂j(k)−ΔP̂i(k))

⎤⎦
+ΔPi(k + 1)−ΔPi(k) (22)

ΔPMi(k + 1) = a0igyi(k + 1) (23)

PMi(k + 1) = g[PMi(k) + ai0ΔPMi(k + 1)] (24)

ΔP̂i(k + 1) = yi(k + 1)+ai0[PMi(k)−PMi(k + 1)] (25)

where ΔPi(k) is the underpower of the ith bus node, μ′ > 0

is the algorithm step size, and ΔP̂i(k) is the local estimate of
the average power mismatch of all buses with

∑N
i=1 ΔP̂i(0) =∑N

i=1 ΔPi(0) and PMi(0) = 0. Here, ΔPMi(k) represents the
incremental active power that the ith bus node needs to exchange
with the distribution system at time k.

In the fourth part of the algorithm, the ER calculates the active
power exchanged with the distribution system for the whole
microgrid

PMG(k) =

N∑
i=1

PMi(k) (26)

where PMG(k) represents the active power exchanged with the
distribution system.

Remark 7: The equations (23), (24), and (26) are performed
by the ER. The equations (23) and (24) indicate that in the grid-
connected mode, the power exchanged between the microgrid
and the distribution system is continuously accumulated by the
ER during each iteration. If i /∈ N0, then PMi(k) ≡ 0, or for the
isolated mode with g = 0, PMi(k) ≡ 0, i = 1, 2, . . . , N .

Remark 8: The equation (25) together with (23)–(24) means
that for the bidirectionally neighboring agents of the ER, there is
direct power replenishment by the distribution system through
the ER after each iteration, and so their estimates for average
power mismatch are zeros. Noticing that the microgrid should
perform a smooth transition between the grid-connected and
the isolated modes, (25) can match the power exchanged with
the distribution system to the power mismatch of the microgrid
system when the microgrid switches from the grid-connected
mode to the isolated mode.

For the proposed algorithm (20)–(26), we have the following
assumption and conditions.

Assumption 3: The undirected subgraph � is connected and
there is a node i ∈ {1, 2, . . . , N}, such that ai0a0i > 0.

Condition 3: The algorithm step ε′i ∈ (0, 1∑N
j=0 aij

).

Fig. 4. Digraph satisfying Assumption 3.

Condition 4: The algorithm stepμ′∈(0, 1

maxi=1,2...,N

∑N
j=1 aij

).

Condition 5: The feedback gain σ(k) > 0, limk→∞ σ(k) =
0 and

∑∞
k=0 σ(k) = ∞.

A digraph satisfying Assumption 3 is shown in Fig. 4.
Remark 9: Different from the algorithm (10) which is

only for the grid-connected mode, we add a feedback term
σ(k)ΔP̂i(k) in the algorithm (20). Without this term, if the
microgrid is in the isolated mode, that is, g = 0, then (20)
becomes the average consensus algorithm, and all λi(k), i =
1, 2, . . . , N will converge to 1

N

∑N
i=1 λi(0) instead of λ∗′ in

(7). On one hand, the algorithm (20) uses the local estimate
ΔP̂i(k) of the average power mismatch of all buses to drive
λi(k) away from 1

N

∑N
i=1 λi(0) when the microgrid is in the

isolated mode, on the other hand, the vanishing feedback gain
σ(k) does not excessively block the function of the consensus
term

∑N
j=1 aij(λj(k)− λi(k)) + gai0(λ0 − λi(k)).

Remark 10: If Assumption 3 holds, then Assumptions 1 and
2 hold. Here, Assumption 3 on the network graph is stronger
than Assumptions 1 and 2 for the algorithm (10)–(13) in the
grid-connected operation. For a distributed ED algorithm cover-
ing both grid-connected and isolated modes of the microgrid,
it is necessary that at least one ICU can transmit its own
estimated average power mismatch to the ER as in (23), and
receive how much power is needed to be exchanged between
its associated bus node and the distribution system calculated
by the ER as in (24). For this ICU, if the microgrid is switched
to isolated mode from grid-connected mode at time k + 1, then
PMi(k + 1) = 0, and this ICU get how much power has been
exchanged between its associated bus node and the distribution
system PMi(k) as in (25), such that the estimate for the total
power mismatch of the microgrid system is always equal to the
real total power mismatch of the microgrid system no matter the
microgrid is in grid-connected or isolated mode and no matter
when mode switching happens (more details will be discussed
in Theorem 4).

Denote

Y (k) = [y1(k), y2(k), . . . , yN (k)]T

P (k) = [P1(k), P2(k), . . . , PN (k)]T

ΔP (k) = [ΔP1(k),ΔP2(k), . . . ,ΔPN (k)]T

ΔP̂ (k) = [ΔP̂1(k),ΔP̂2(k), . . . ,ΔP̂N (k)]T

PM (k) = [PM1(k), PM2(k), . . . , PMN (k)]T

Authorized licensed use limited to: New York University. Downloaded on December 24,2020 at 03:18:02 UTC from IEEE Xplore.  Restrictions apply. 



CHEN AND LI: DISTRIBUTED ECONOMIC DISPATCH FOR ENERGY INTERNET BASED ON MULTIAGENT CONSENSUS CONTROL 145

ΔPM (k) = [ΔPM1(k),ΔPM2(k), . . . ,ΔPMN (k)]T

Φ(λ(k)) = [Φ1(λ1(k)),Φ2(λ2(k)), . . . ,ΦN (λN (k))]T

B = diag{B1, B2, . . . , BN}
ε′ = diag{ε′1, ε′2, . . . , ε′N}.

If the microgrid is grid-connected, then we have the following
theorem.

Theorem 2: Suppose that Assumption 3 holds. For the algo-
rithm (20)–(26), if Conditions 3–5 hold and g = 1, then

lim
k→∞

λi(k) = λ0, lim
k→∞

Pi(k) = P ∗
i , lim

k→∞
PMG(k) = P ∗

MG

where P ∗
i is given by (5), and P ∗

MG is given by (6).
Theorem 2 means that the incremental cost with penalty factor

of each DG converges to the electricity price of the distribution
system asymptotically, the active power generation of each DG
is asymptotically optimal, the microgrid system achieves the
balance of power supply and demand, and thus, the optimal ED
is achieved asymptotically.

Proof: When g = 1, the microgrid is in the grid-connected
operation mode.

Without loss of generality, assume that the nodes 1, 2, . . . ,M ′

are neighbors of the ER in bidirection, which means that a0i =
ai0 = 1, i ∈ {1, 2, . . . ,M ′}, and�∗0�0∗ =�∗0�∗0�0∗.

Rewrite (20)–(25) in a compact form, then we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ(k + 1) = ε′�∗01λ0 + [IN − ε′(L� +�∗0)]λ(k)
+ σ(k)ΔP̂ (k)

P (k) = Φ(λ(k))

Y (k + 1) = (IN − μ′L�)ΔP̂ (k) + ΔP (k + 1)
−ΔP (k)

ΔPM (k + 1) =�0∗Y (k)
PM (k + 1) = PM (k) +�∗0ΔPM (k + 1)

ΔP̂ (k + 1) = Y (k + 1) +�∗0[PM (k)− PM (k + 1)].

(27)

Denote C ′ =�∗0�0∗. From (27) and C ′ =�∗0�∗0�0∗, we
have {

ΔP̂ (k + 1) = (IN − C ′)Y (k)
PM (k + 1)− PM (k) = C ′Y (k)

(28)

From (28) and (27), we have

ΔP̂ (k + 1) = (IN − C ′)(IN − μ′L�)ΔP̂ (k)

+ (IN − C ′)(ΔP (k + 1)−ΔP (k)). (29)

By the definition of ΔP (k), we have

sup
k≥0

‖ΔP (k + 1)−ΔP (k)‖

≤ 2sup
k≥0

‖ΔP (k)‖ ≤ 2
√
N max

i=1,2,...,N
(PDi − P i −BiP

2
i ).

(30)

From Assumption 3, we know that for any i = M ′ + 1,M ′ +
2, . . . , N , there is j ∈ {1, 2, . . . ,M ′}, so that there is a path
from j to i. Then by Condition 4 and Lemma 1, we get that
the eigenvalues of (IN − C ′)(IN − μ′L�) are all inside the unit

disk. This together with (29) and (30) gives

sup
k≥0

‖ΔP̂ (k)‖ < ∞. (31)

If Assumption 3 and Condition 3 hold, then by [29, Th. 2.20]
or [34, Th. 2], we know that the eigenvalues of IN − ε′(L� +�∗0) are all inside the unit disk of the complex plane. By
(27), we get λ(k + 1)− 1λ0 = [IN − ε′(L� +�∗0)](λ(k)−
1λ0) + σ(k)ΔP̂ (k). Then by Condition 5 and (31), we have
limk→∞(λi(k)− λ0) = 0, i = 1, 2, . . . , N . This together with
(21) leads to

lim
k→∞

Pi(k) = P ∗
i , , i = 1, 2, . . . , N (32)

whereP ∗
i is given by (5). Then from the above and the definition

of ΔP (k), we have

lim
k→∞

(ΔP (k + 1)−ΔP (k)) = 0.

This together (29) and Lemma 1 leads to

lim
k→∞

ΔP̂ (k) = 0. (33)

From (28), (27), and (26), noticing that 1TNL� = 0, we get

1TN [ΔP̂ (k + 1)−ΔP (k + 1)] + PMG(k + 1)

= 1TN [ΔP̂ (k + 1) + PM (k + 1)− PM (k) + PM (k)

−ΔP (k + 1)]

= 1TN [(IN − μ′L�)ΔP̂ (k)−ΔP (k)] + 1TNPM (k)

= 1TN [ΔP̂ (k)−ΔP (k)] + 1TNPM (k)

. . .

= 1TN [ΔP̂ (0)−ΔP (0)] + 1TNPM (0)

= 1TN [ΔP̂ (0)−ΔP (0)] + PMG(0), k = 0, 1, 2. . . (34)

Then from 1TNΔP̂ (0) = 1TNΔP (0), PMi(0) = 0 and the defi-
nition of ΔP (k), we have

N∑
i=1

ΔP̂i(k) + PMG(k) +

N∑
i=1

Pi(k)=

N∑
i=1

PDi +

N∑
i=1

BiP
2
i (k)

which together with (33) and (32) leads to

lim
k→∞

PMG(k) =

N∑
i=1

PDi +

N∑
i=1

Bi(P
∗
i )

2 −
N∑
i=1

P ∗
i = P ∗

MG.

�
If the microgrid is in the isolated mode, we have the following

theorem.
Theorem 3: Suppose that Assumption 3 holds. For the algo-

rithm (20)–(25), if Conditions 3–5 hold and g = 0, then for any
i, j ∈ 1, 2, . . . , N, i �= j, we have

lim
k→∞

(λi(k)− λj(k)) = 0, i, j = 1, 2, . . . , N

sup
k≥0

|ΔP̂i(k)| < ∞, i = 1, 2, . . . , N. (35)
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That is, for all DGs, the incremental costs with penalty factor
tend to be equal asymptotically and the estimates of all ICUs for
the average power mismatch are bounded.

Proof: If g = 0, then from (24), it follows that PMi(k) ≡ 0.
Then by (26), we have PMG(k) ≡ 0.

Rewrite (20)–(25) in a compact form, then we get

λ(k + 1) = (IN − ε′L�)λ(k) + σ(k)ΔP̂ (k) (36)

P (k) = Φ(λ(k)) (37)

ΔP̂ (k + 1) = (IN − μ′L�)ΔP̂ (k)

+ ΔP (k + 1)−ΔP (k) (38)

Denote δλ(k) = (IN − JN )λ(k), δP̂ (k) = (IN − JN )ΔP̂ (k).
From (38), we have

δP̂ (k)

=(IN − μ′L�)δP̂ (k − 1)+(IN − JN )(ΔP (k)−ΔP (k − 1))

= (IN − μ′L�)kδP̂ (0) +
k−1∑
j=0

(IN − μ′L�)k−1−j(IN − JN )

× (ΔP (j + 1)−ΔP (j)). (39)

Then by Assumption 3, Condition 4, and [35, Th. 4.2], we know
that

lim
k→∞

(IN − μ′L�)k = JN (40)

and

‖(IN − μ′L�)k − JN‖ ≤ c1ρ
k
1 (41)

where ρ1 ∈ (0, 1) and c1 > 0 are both nonnegative constants.
From (40) and the definition of δP̂ (k), we get

lim
k→∞

(IN − μ′L�)kδP̂ (0) = 0. (42)

From the properties of the Laplacian matrix L�, it is known that

(IN − μ′L�)k−1−jJN

= (IN − μ′L�)k−j−2(JN − μ′L�JN )

= (IN − μ′L�)k−j−2JN

= . . .

= JN . (43)

This together with (41) leads to∥∥∥∥∥∥
k−1∑
j=0

(IN − μ′L�)k−1−j(IN − JN )(ΔP (j + 1)− P (j))

∥∥∥∥∥∥
=

∥∥∥∥∥∥
k−1∑
j=0

((IN − μ′L�)k−1−j − JN )(ΔP (j + 1)−ΔP (j))

∥∥∥∥∥∥
≤

k−1∑
j=0

‖(IN − μ′L�)k−1−j − JN‖‖(ΔP (j + 1)−ΔP (j))‖

≤
k−1∑
j=0

c1ρ
k−1−j
1 2sup

j≥0
‖ΔP (j)‖

≤ 2c1sup
j≥0

‖ΔP (j)‖
∞∑
j=0

ρj1

≤ 2c1
√
Nmaxi=1,2,...,N (PDi − P i −BiP

2
i )

1− ρ1
.

Then from (39) and (42), we have

sup
k≥0

‖δP̂ (k)‖ < ∞. (44)

From (38) and 1TNL� = 0, it is known that

1TN [ΔP̂ (k + 1)−ΔP (k + 1)]

= 1TN [(IN − μ′L�)ΔP̂ (k)−ΔP (k)]

= 1TN [ΔP̂ (k)−ΔP (k)]

. . .

= 1TN [ΔP̂ (0)−ΔP (0)]

= 0, k = 0, 1, 2. . .

which means

1TNΔP̂ (k) = 1TNΔP (k), k = 0, 1, 2. . . (45)

Then from the above and the definition of δP̂ (k), we get

ΔP̂ (k) = JNΔP̂ (k) + δP̂ (k) =
1

N
1N1TNΔP̂ (k) + δP̂ (k)

= JNΔP (k) + δP̂ (k), k = 0, 1, 2. . . (46)

From (21), we know that supk≥0 ‖ΔP (k)‖ < ∞. Then by (44),
we get

sup
k≥0

‖ΔP̂ (k)‖ < ∞.

That is, supk≥0|ΔP̂i(k)| < ∞, i = 1, 2, . . . , N . By (36) and the
definition of δλ(k), we have

δλ(k)

= (IN − ε′L�)(IN − JN )λ(k − 1)

+ σ(k − 1)(IN − JN )ΔP̂ (k − 1)

= (IN − ε′L�)δλ(k − 1) + σ(k − 1)δP̂ (k − 1)

= (IN − ε′L�)kδλ(0) +

k−1∑
j=0

(IN − ε′L�)k−1−jσ(j)δP̂ (j)

k = 0, 1, 2, . . . (47)

From Assumption 3 and Condition 3, similar to (40) and (41),
it is known that

lim
k→∞

(IN − ε′L�)k = JN (48)
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and ‖(IN − ε′L�)k − JN‖ ≤ c2ρ
k
2 , where ρ2 ∈ (0, 1), c2 > 0

are both nonnegative constants. From (48), we get

lim
k→∞

(IN − ε′L�)kδP̂ (0) = 0. (49)

Similarly to (43), we have (IN − ε′L�)k−1−jJN = JN , j =
0, 1, . . . , k − 1. This together with Condition 5, (48), (47), and
(44) leads to

‖δλ(k)‖

≤ ‖(IN − ε′L�)kδλ(0)‖+
k−1∑
j=0

(IN − ε′L�)k−1−jσ(j)δP̂ (j)‖

= o(1) +

∥∥∥∥∥∥
k−1∑
j=0

((IN − ε′L�)k−1−j − JN + JN )σ(j)δP̂ (j)

∥∥∥∥∥∥
= o(1) +

k−1∑
j=0

‖(IN − ε′L�)k−1−j − JN‖σ(j)‖δP̂ (j)‖

≤ o(1) +

k−1∑
j=0

c2ρ
k−1−j
2 σ(j)‖δP̂ (j)‖

≤ o(1) + sup
j≥0

‖δP̂ (j)‖
k−1∑
j=0

c2ρ
k−1−j
2 σ(j) = o(1), k → ∞

which implies (35), that is, for all DGs, the incremental costs
with penalty factor tend to be equal asymptotically. �

Theorem 3 shows that in the isolated operation mode, the
algorithm (20)–(25) ensures that for all DGs, the incremen-
tal costs with penalty factor tend to be equal asymptotically.
Numerical simulation shows that for all DGs, the incremental
costs with penalty factor will converge to a common value [see
Section V.B as shown in Fig. 9(a)]. It can be proved that for
all DGs, the incremental costs with penalty factor converge to
the same value, the microgrid system achieves optimal ED and
the balance of power supply and demand asymptotically un-
der the assumption that for all DGs, the incremental costs
with penalty factor converge. It needs far more investigation
to remove this assumption and remains as an interesting open
problem. We have the following proposition.

Proposition 1: For the algorithm (20)–(26), suppose that
Assumption 3, Conditions 3–5 hold and g = 0. If {λi(k), k =
0, 1, . . .}, i = 1, 2, . . . , N converge, then

lim
k→∞

λi(k) = λ∗′, lim
k→∞

Pi(k) = P ∗′
i , lim

k→∞
ΔP̂i(k) = 0 (50)

where λ∗′ andP ∗′
i are given by (7) and (9), respectively. Namely,

the microgrid system achieves optimal ED and the balance of
power supply and demand asymptotically.

Proof: If Assumption 3 and Conditions 3–5 hold and g =
0, then by Theorem 3, we have limk→∞(λi(k)− λj(k)) = 0,
i, j ∈ 1, 2, . . . , N , i �= j.

From (39), (41), and (42), we have

‖δP̂ (k)‖ =

∥∥∥∥∥∥(IN − μ′L�)kδP̂ (0)

+

k−1∑
j=0

((IN − μ′L�)k−1−j − JN )(ΔP (j + 1)−ΔP (j))

∥∥∥∥∥∥
≤ ‖(IN − μ′L�)kδP̂ (0)‖

+

k−1∑
j=0

‖(IN − μ′L�)k−1−j − JN‖‖(ΔP (j + 1)−ΔP (j))‖

≤ o(1) +

k−1∑
j=0

c1ρ
k−1−j
1 ‖(ΔP (j + 1)−ΔP (j))‖. (51)

If {λi(k), k = 0, 1, . . .}, i = 1, 2, . . . , N converge, then from
(21), it follows that {P (k), k = 0, 1, . . .} converges. Then by
the definition of ΔPi(k), we have {ΔPi(k), k = 0, 1, . . .},
i = 1, 2, . . . , N converge. Thus, for any given ε > 0, there is
a positive integer L, such that ‖ΔP (k + 1)−ΔP (k)‖ ≤ ε,
k ≥ L. This implies that

k−1∑
j=0

c1ρ
k−1−j
1 ‖(ΔP (j + 1)−ΔP (j))‖

=
L−1∑
j=0

c1ρ
k−1−j
1 ‖(ΔP (j + 1)−ΔP (j))‖

+

k−1∑
j=L

c1ρ
k−1−j
1 ‖(ΔP (j + 1)−ΔP (j))‖

≤ ρk−1
1

L−1∑
j=0

c1ρ
−j
1 ‖(ΔP (j + 1)−ΔP (j))‖

+

k−1∑
j=L

c1ρ
k−1−j
1 ε

= ρk−1
1

L−1∑
j=0

c1ρ
−j
1 ‖(ΔP (j + 1)−ΔP (j))‖+

k−1−L∑
j=0

c1ρ
j
1ε

≤ ρk−1
1

L−1∑
j=0

c1ρ
−j
1 ‖(ΔP (j + 1)−ΔP (j))‖+

∞∑
j=0

c1ρ
j
1ε

= o(1) +
εc1

1− ρ1
, k → ∞

which together with (51) gives

lim
k→∞

‖δP̂ (k)‖ = 0. (52)

Then from (46) and the above, we get {ΔP̂ (k), k = 0, 1, . . .}
converges, which means that limk→∞1TNΔP̂ (k) exists. From
(36), we have

1TNλ(k + 1) = 1TNλ(0) +

k∑
j=0

σ(j)1TNΔP̂ (j), k = 0, 1, 2. . .,
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This together with the convergence of {λi(k), k = 0, 1, . . .},
i = 1, 2, . . . , N leads to that the series

∑k
j=0 σ(j)1

T
NΔP̂ (j)

converges.
Now we prove that limk→∞ 1TNΔP̂ (k) = 0. We use reduction

to absurdity.
Assume that limk→∞ 1TNΔP̂ (k) > 0. Then there is a positive

integer k0, and a constant ω > 0 such that 1TNΔP̂ (k) ≥ ω, k =
k0, k0 + 1, . . . From Condition 5, we have

k∑
j=k0

σ(j)1TNΔP̂ (j) ≥ ω
k∑

j=k0

σ(j) → ∞, k → ∞

This is in contradiction with the convergence of∑k
j=0 σ(j)1

T
NΔP̂ (j). Thus, limk→∞ 1TNΔP̂ (k) ≤ 0. Similarly,

one can prove that limk→∞ 1TNΔP̂ (k) ≥ 0. Therefore

lim
k→∞

1TNΔP̂ (k) = 0.

Then by (45), we have

lim
k→∞

1TNΔP (k) = lim
k→∞

1TNΔP̂ (k) = 0

which together with (46) and (52) gives

lim
k→∞

ΔP̂ (k) = lim
k→∞

JNΔP (k) = lim
k→∞

1

N
1N1TNΔP (k) = 0

that is, limk→∞ ΔP̂i(k) = 0, i = 1, 2, . . . , N . Notice that (45)
means

N∑
i=1

ΔP̂i(k) +

N∑
i=1

Pi(k) =

N∑
i=1

PDi +

N∑
i=1

BiP
2
i (k),

k = 0, 1, 2. . ..

This together with limk→∞ ΔP̂i(k) = 0, i = 1, 2, . . . , N leads
to that the balance of supply and demand is achieved for
the microgrid system asymptotically. From the convergence of
{λi(k), k = 0, 1, . . .}, i = 1, 2, . . . , N , Theorem 3 and the fact
that for all DGs, the incremental costs with penalty factor are
equal and the power supply and demand are balanced for the
optimal solution of ED, we have (50). �

Theorems 2 and 3 rely on the equality 1TN [ΔP̂ (0)−
ΔP (0)] + PMG(0) = 0, that is,

∑N
i ΔP̂i(0) =

∑N
i=1 PDi +∑N

i=1 PLi(0)− (
∑N

i Pi(0) + PMG(0)), which means the es-
timate for the total power mismatch of the microgrid system
is equal to the real total power mismatch of the microgrid
system at initial time. This can be ensured by properly selecting
ΔP̂i(0), i = 1, 2, . . . , N . Then does the estimate still match the
real value if mode switching happens at some unpredictable
time? In this case, the estimates by ICUs for the average power
mismatch of the microgrid system at the switching moment are
not free choices. Fortunately, we can show that the algorithm
(20)–(26) ensures that the estimate for the total power mismatch
of the microgrid system is always equal to the real total power
mismatch of the microgrid system no matter the microgrid is
in grid-connected or isolated mode and no matter when mode
switching happens. The microgrid can perform reliable transi-
tion between the grid-connected and isolated operation modes

and the ICUs who are not neighbors of the ER do not need to
know when mode switching happens.

Theorem 4: For the algorithm (20)–(26), suppose that
Assumption 3 and Conditions 3–5 hold. Then the microgrid
system can achieve reliable transformation between isolated
and grid-connected modes. That is, the estimate for the total
power mismatch of the microgrid system

∑N
i=1 ΔP̂i(k) is al-

ways equal to the real total power mismatch of the microgrid
system

∑N
i=1 PDi +

∑N
i=1 PLi(k)− (

∑N
i=1 Pi(k) + PMG(k))

no matter the microgrid is in grid-connected or isolated mode
and no matter when mode switching happens.

Proof: Without loss of generality, assume that when k =
T + 1, g changes from 1 to 0, that is, the microgrid transits
from the grid-connected operation mode to the isolated operation
mode.

When 0 ≤ k ≤ T , the microgrid is in grid-connected mode.
From (34), we have

1TN [ΔP̂ (k)−ΔP (k)] + PMG(k) = 0, k = 0, 1, 2, . . . , T
(53)

which means

N∑
i=1

ΔP̂i(k)=

N∑
i=1

PDi +

N∑
i=1

PLi(k)−
(

N∑
i=1

Pi(k) + PMG(k)

)
k = 1, . . . , T. (54)

That is, the algorithm (20)–(26) ensures that the estimates for
the total power mismatch of the microgrid system 1TNΔP̂ (k) is
always equal to the real total power mismatch of the microgrid
system 1TNΔP (k)− PMG(k).

When k = T + 1, T + 2, . . ., the microgrid is in isolated
mode and PMi(k) = PMG(k) ≡ 0, k = T + 1, T + 2,... From
(25), it is known that ΔP̂ (T + 1) depends on PM (T ) which is
not zero as PM (0). Next we divide the time interval k > T into
k = T + 1 and k > T + 1.

When k = T + 1, it is obtained from (21)–(25) andPMi(T +
1) = 0 that⎧⎨⎩

P (T + 1) = Φ(λ(T + 1))

ΔP̂ (T + 1) = (IN − μ′L�)ΔP̂ (T )
+ΔP (T + 1)−ΔP (T ) +�∗0PM (T ).

(55)

From (24) and PMi(0) = 0, we get

PMi(k + 1)

= PMi(k) + ai0ΔPMi(k + 1)

= PMi(k − 1) + ai0ΔPMi(k) + ai0ΔPMi(k + 1)

. . .

= ai0

k+1∑
j=1

ΔPMi(j), k = 1, 2, . . . , T

which implies ai0PMi(k + 1) = ai0ai0
∑k+1

j=1 ΔPMi(j) =

ai0
∑k+1

j=1 ΔPMi(j) = PMi(k + 1), k = 1, 2, . . . , T . This
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gives

1TNPM (k) = 1TN�∗0PM (k), k = 1, 2, . . . , T.

Then from (55) and (53), we get

1TN [ΔP̂ (T + 1)−ΔP (T + 1)]

= 1TN [ΔP̂ (T )−ΔP (T ) +�∗0PM (T )]

= 1TN [ΔP̂ (T )−ΔP (T ) + PM (T )]

= 1TN [ΔP̂ (T )−ΔP (T )] + PMG(T ) = 0.

which means
N∑
i=1

ΔP̂i(T + 1) =
N∑
i=1

PDi+
N∑
i=1

PLi(T + 1)−
N∑
i=1

Pi(T + 1).

(56)

That is, the algorithm (20)–(26) ensures that the estimate for
the total power mismatch of the microgrid system 1TNΔP̂ (k) is
equal to the real total power mismatch of the microgrid system
1TNΔP (k) at the moment when the grid-connected mode is
switched to the isolated mode.

When k > T + 1, the microgrid is in isolated operation mode,
that is, g = 0. From (38) and the above equation, we have

1TN [ΔP̂ (k)−ΔP (k)]

= 1TN [(IN − μ′L�)ΔP̂ (k − 1) + ΔP (k)

−ΔP (k − 1)−ΔP (k)]

= 1TN [ΔP̂ (k − 1)−ΔP (k − 1)]

. . .

= 1TN [ΔP̂ (T + 1)−ΔP (T + 1)]

= 0, k = T + 2, T + 3, . . .

which means
N∑
i=1

ΔP̂i(k) =
N∑
i=1

PDi +
N∑
i=1

PLi(k)

−
N∑
i=1

Pi(k), k = T + 2, . . . (57)

that is, the algorithm (20)–(26) ensures the estimate for the total
power mismatch of the microgrid system 1TNΔP̂ (k) is equal to
the real total power mismatch of the microgrid system 1TNΔP (k)
in the isolated mode.

Combining (54), (56), and (57), we get
∑N

i=1 ΔP̂i(k) =∑N
i=1 PDi +

∑N
i=1 PLi(k)− (

∑N
i=1 Pi(k) + PMG(k)), k = 0,

1,.... Similarly, if g changes from 0 to 1 at some time, then the
above equality also holds. �

V. NUMERICAL RESULTS

In this section, we provide two examples to demonstrate the
effectiveness of the proposed algorithms. The electrical network
structure of the test system and the communication network
structure among ICUs are shown in Figs. 5 and 6, respectively,
containing five DGs, one ER, and four loads. Note that here, the

Fig. 5. Test system of energy internet.

Fig. 6. Communication topology of the test system.

TABLE I
PARAMETERS OF THE DISTRIBUTED GENERATIONS

communication network and the electrical network do not share
the same structure. In Fig. 5, Bus 2 and Bus 4 are neighbors in
the electrical network, but ICU 2 at Bus 2 and ICU 4 at Bus 4 are
not neighbors in the communication network as shown in Fig. 6.
The microgrid is connected to the distribution system through
the ER. The parameters of each DG are given in Table I.

A. Feasibility of Grid-Connected Mode

For this case, the total demand of the four loads is 550 MW,
and the loads at buses 1, 2, 4, and 6 are 50, 150, 150, and
200 MW, respectively. The electricity price of the distribu-
tion system obtained by the ER is 85 ¥/MW. The optimal
ED solution is given by P ∗

1 = 50.000 MW, P ∗
2 = 46.329 MW,

P ∗
3 = 53.210 MW, P ∗

4 = 63.165 MW, P ∗
5 = 83.922 MW, and

P ∗
MG = 256.853 MW, which means that the microgrid needs the

distribution system to supply power for achieving the optimal
ED.

For the algorithm (10)–(13) in Section III, the simulation
results are shown in Fig. 7 when εi = 0.1, i = 1, 2, . . . , 6;μ =
0.1. We can see that for all DGs, the incremental costs with
penalty factor asymptotically converge to the electricity price
of the distribution system obtained by the ER exponentially
fast. Furthermore, the active power Pi(k) generated by the ith
DG converges toP ∗

i , i = 1, 2, . . . , 5, respectively, exponentially
fast. The estimated total loss achieves 3.479 MW, and the ac-
tive power supplied by the power distribution system PMG(k)
converges to P ∗

MG. Further, we demonstrate the effectiveness
of the algorithm for the “plug-and-play” feature of DGs. At
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Fig. 7. Grid connected operation: εi = 0.1, i = 1, 2, . . . , 6;μ = 0.1.
(a) Incremental costs with penalty factors. (b) Active power generated
by each DG and active power exchanged with the distribution system.
(c) Estimates of ICUs for average power mismatch. (d) Total supply,
demand, and loss.

Fig. 8. Grid connected operation. (a) εi = 0.01, i = 1, 2, . . . , 6;μ =
0.1. (b) εi = 0.1, i = 1, 2, . . . , 6;μ = 0.01.

k = 200, DG 4 breaks down due to no wind or cloudy weather
and at k = 350, DG 4 reconnects to the microgrid. It can be
seen that the active power generated by each DG and that
exchanged with the distribution system response well to status
changes.

Next, we investigate how the algorithm gains affect the con-
vergence rate. When εi = 0.01, i = 1, 2, . . . , 6; μ = 0.1 and
εi = 0.1, i = 1, 2, . . . , 6; μ = 0.01, the simulation results are
shown in Fig. 8(a) and (b), respectively. It can be found that if εi
becomes smaller, then the convergences of incremental cost with
penalty factor, the active power generated by each DG and the
active power exchanged with the distribution system all become
slower. This is mainly due to that the convergences of active
power generated by each DG and active power exchanged with

Fig. 9. Isolated and grid-connected operation: ε′i = 0.1, i =

1, 2, . . . , 6;μ′ = 0.1;σ(k) = 1
1+k . (a) Incremental costs with penalty

factors. (b) Active power generated by each DG and active power
exchanged with the distribution system. (c) Estimates of ICUs for
average power mismatch. (d) Total power supply, demand, and loss.

Fig. 10. Isolated and grid-connected operation: ε′i = 0.1, i =

1, 2, . . . , 6;μ′ = 0.1;σ(k) = 1
1+k . (a) Estimates of total power mismatch.

(b) Real total power mismatch.

the distribution system both depend on the convergence of the in-
cremental cost with penalty factor. And whenμbecomes smaller,
it only slows down the convergence of the active power generated
by each DG and that exchanged with the distribution system.

B. Feasibility of Smooth Transition Between Isolated
Mode and Grid-Connected Mode

This subsection is focused on the performance of the proposed
algorithm (20)–(26) in Section IV covering both isolated and
grid-connected modes. At k = 250, the distribution system fails
and the ER sets the operation mode decision variable g to 0,
indicating that the microgrid is switched to isolated mode. At
k = 550, the distribution system recovers to normal and the
ER sets the operation mode decision variable g to 1, indicating
that the microgrid is switched back to grid-connected mode.
The optimal ED solution in isolated mode is given by P ∗′

1 =
105.523 MW, P ∗′

2 = 70.000 MW, P ∗′
3 = 100.000 MW, P ∗′

4 =
133.148 MW and P ∗′

5 = 154.162 MW. The simulation results
are shown in Fig. 9 and 10 with ε′i = 0.1, i = 1, 2, . . . , 6;μ′ =
0.1 and σ(k) = 1

1+k . When the microgrid is switched to isolated
mode, the power supplied by the distribution system is cut off
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immediately. For all DGs, the incremental costs with penalty
factor shown in Fig. 9(a) converge to the new optimal state
λ∗′ = 88.541 ¥/MW; Fig. 9(b) shows that the active powerPi(k)
generated by the ith DGs converges to P ∗′

i , i = 1, 2, . . . , 5,
respectively. The estimated total loss becomes 12.833MW. And
when the microgrid is switched back to grid-connected mode, the
power supplied by the distribution system is recovered, the active
power Pi(k) generated by the ith DG converges to P ∗

i and the
active power supplied by the power distribution system PMG(k)
converges to P ∗

MG once more. It is shown that the algorithm
(20)–(26) converges slower than the algorithm (10)–(13) due to
the vanishing feedback gain σ(k).

Fig. 10 shows that the estimate for the total power mismatch
of the microgrid system is always equal to the real total power
mismatch of the microgrid system no matter the microgrid is
in grid-connected or isolated mode and no matter when mode
switching happens. The simulation results show that the micro-
grid can perform reliable transition between the grid-connected
and isolated operation modes.

VI. CONCLUSION

In this article, distributed ED algorithms for an Energy In-
ternet based on multiagent consensus control and incremental
power exchanged by the ER have been proposed. First, the
grid-connected case is considered and all ICUs know that the
microgrid is in the grid-connected mode. It is proved that if
the communication topology of the Energy Internet contains a
spanning tree with the ER as the root node, all ICUs of the
microgrid form an undirected graph, and there is a path from
each ICU to the ER, then the algorithm can ensure that for
all DGs, the incremental costs with penalty factors converge
to the electricity price of the distribution system, the balance of
power supply and demand of the whole microgrid is achieved
and the optimal ED is achieved asymptotically. Based on the
grid-connected algorithm, a fully distributed and autonomous
ED algorithm is further proposed which can ensure the smooth
switching between the grid-connected and isolated operation
modes. The ICUs which are not neighbors of the ER do not need
to know the operation mode of the microgrid. It is proved that
if the communication topology of the Energy Internet contains
a spanning tree with the ER as the root, the communication
topology of the microgrid is connected and there is at least one
ICU neighboring the ER bidirectionally, then the algorithm can
ensure that the microgrid can reliably transit between the isolated
and the grid-connected modes. Finally, the effectiveness of the
algorithms is demonstrated by numerical simulations.

The optimal EDP considered in this article, which is focused
on the optimal allocation of active power with the constraints
of the balance of power supply and demand as well as the
power generation limits, is a special case of optimal power flow
problems. In an optimal power flow problem, it is necessary to
further consider the constraints of various electrical parameters,
such as power flow constraints [37], constraints on voltage phase,
voltage amplitude, reactive power, frequency [38] and line flow
constraint [39], etc. Then, every bus nodes need to be divided
into PV, PQ, and balanced nodes. How to realize the optimal
dispatch of the active power of each DG for an Energy Internet

in a distributed way with the constraints of the power flow and
various electrical parameters would be a challenging issue. One
possible idea is to embed distributed line power flow calculations
in the optimal power flow algorithm and to estimate the total
transmission loss of the system. Since the whole algorithm em-
beds the algorithms for power flow calculation and estimation of
total transmission loss, the convergence condition, convergence
precision and rate are all affected by the embedded algorithms.
The analysis of the convergence of the whole algorithm requires
a completely different theoretical framework and would be an
interesting research topic in future. Another deficiency of this
article is the usage of the assumption that for all DGs, the incre-
mental costs with penalty factors converge in the convergence
analysis of the second proposed algorithm which integrates both
the grid-connected and isolated operation modes. Though lots
of numerical simulations demonstrate the convergence of the
incremental costs with penalty factors to a common value for
this algorithm, how to remove this assumption needs far more
rigorous analysis and still remains open. Also, we only consider
optimal ED algorithms on the dispatch level. It is worth studying
how to design the corresponding controller to implement the
optimal ED solution on the physical layer. Also, this article
is focused on the case with ideal communication. However,
in actual communication networks among ICUs, there must be
many uncertainties such as noises, packet dropouts, and random
switching of communication topologies, which also need future
investigation.

Besides the active theoretical research, at present, several
experimental projects for Energy Internet have been in progress,
such as the Digital Grid Plan of Japan, which uses Internet
technology to carry out experiments in Kenya ([40]), the “E-
Energy” program in Germany, which sets up six pilot areas in
2008 with thousands of families and hundreds of companies
participating in ([41]) and the Future Renewable Electric Energy
Delivery and Management System (FREEDM) launched in the
USA ([42]). It can be expected that more and more challenging
theoretical issues will arise for the control and optimization of
Energy Internet in future.
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